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Abstract—This paper introduces an approach of classifying
accelerometer data for simple human activities using Support
Vector Machine (SVM). Classifier results are being optimized by
(WWO) Water Wave Optimization Algorithm. Human activity
classification has been a hot research point and has been an aid
for smart human activity recognition-based systems and for anal-
ysis purposes. Numerous classification methods are introduced by
researchers including decision trees, bagging of trees, boosting of
trees and random forests [1] as well as the SVM that is employed
in this work. Accelerometers are very effective source of data
for human activity recognition purposes and have been used in
many research efforts as well as this paper. This work shows
the process of optimizing SVM parameters in order to get better
classification results for a set of human activity accelerometer-
based data. The applied optimization algorithm is (WWO) [2],
a meta-heuristic evolutionary algorithm. 15-Fold cross validation
is accomplished with different data preparation using a leave-
one-subject-out approach. Classification accuracy on the applied
dataset ranges from 81% to 97% for a first run, and approached
100% accuracy for a second run. validation being applied on
15 different folds on 15 separate dataset files each represents a
different participant. We employ four different data preparation
configurations.

Index Terms—Human Activity Classification, Accelerometer
Data, SVM, WWO, Parameters Optimization, Data Preparation

I. INTRODUCTION

Work introduced here covers a very rich topic that makes
use of numerous computer science advancements related to
optimization, classification algorithms as well as pervasive
computing. The following sections provide an introduction to
such approaches being applied and related works.

A. Human Activity classification

Human activity classification has been a focus of research
efforts for its importance in our daily life. There are many
sources of data for classification such as video feeds, Images,
voice and accelerometer data analysis and for numerous pur-
poses such as security, medical and entertainment. Video feeds
and Images are popular for being handy and useful sources of
data such as surveillance systems, these are called vision-based
systems, and those also appear every where nowadays [3], [4],
for instance airports and subway stations in order to detect

and identify abnormal behaviors and take proper precautions
accordingly.

B. Accelerometer-based Classification

One main advantage of this source of information is its
availability and simplicity. They are cheap, easy to use, does
not corrupt the natural behavior of participants and many
other advantages. Currently almost every one is carrying a
smart phone or PDA and most such devices are currently
providing an accelerometer installed on it, which is a facility
and a lead to solve many problems such as human activity
recognition from walking, moving or any other situations that
encompass motions with such devices accompanied. This, as
well as computer vision systems, is a big aid for surveillance
and medical applications [5], life improvement applications,
and for entertainment purposes. Research introduced numerous
efforts employing accelerometer-based wearable devices. [6]
showed a study that uses a single accelerometer mounted to the
waist of participants performing natural activities in real life
environments. In addition to other publications employ similar
approaches [7], [8], [9], [10], [11] with some variations. They
change the wearable sensor systems, locations on the body
such as wrist, arm, chest, waist, head depending on the de-
sired classification application. employing different sampling
frequencies, and other different configurations. Casale et.al
showed a study on accelerometer-based activity recognition
in [12] where the random forests algorithm is applied for
classification.

C. Metaheuristic algorithms

Lately there are a variety of nature-inspired meta-heuristic
optimization algorithms that can solve a range of hard search
and optimization problems [13] such as ant colony, bat swarm
[14], social spider [15], cuckoo search [16], monkey search
algorithm [17] and counting still. Such algorithms have been
proving their efficiency for solving optimization problems.
Research efforts performed optimization for SVM parameters
using PSO optimization algorithm with considerable improve-
ment in classification accuracies with different parameter
selection configurations [18]. Such algorithms have common
procedures and phases, the mission is to search a space



of solutions in a non-exhaustive heuristic paradigm which
differs from one another. They involve an exploration stage
where candidate best solutions are selected and an exploitation
phase where recent best solutions found are exploited to find
better solutions at similar locations. Nature-inspired algorithms
generally assign each solution to an object that mimics a
natural object that performs a search-like procedure. This
object can represent a bat in swarm, fish in swarm or others.
Important to note that such optimization problem cannot be
solved by conventional optimization algorithms because of
high dimensionality and time cost.

D. Water Wave Optimization Algorithm (WWO)

WWO is a novel optimization algorithm published by Yu-
Jun Zheng, October 2014 [2]. The search object employed
by the algorithm is a water wave that passes through a
number of exploration and exploitation phases that changes
the wave location for possible better solutions. Wave passes
through propagation, refraction and breaking processes during
the optimization. WWO is featured by its simplicity and
fast search. It is simple for the algorithm itself and for the
small number of parameters applied. Being compared against
a number of meta-heuristic algorithm using a set of uni-
modal and multi-modal benchmark functions and showed great
comparative results.

E. Support Vector Machine (SVM)

Support Vector Machine (SVM) is a well-known classifier
and successful in many machine learning applications and
has proved excellent generalization capability in classification
problems. It was introduced in 1990’s and employed for
pattern recognition problems. The classifier theory aims for
maintaining the largest margin between different classes of
data using a kernel function [19]. SVMs are being applied in
classification problems for many purposes and fields, [20] is a
recent research aims to locate and evaluate lung diseases from
image feeds. Other text-mining application appears in [21]
where SVM is employed to classify sexual predators patterns.
This as well as a number of generalized applications on data
sets in [22], this work shows an approach for data set noise and
skewness reduction by optimizing SVM performance using
PSO algorithm.

F. Classifiers Optimization

Optimizing classifiers is a known approach and there are a
number of research efforts in this area for different applica-
tions. In [23] an optimization algorithm is introduce for the
sake of optimizing convex hull classifier results and for binary
classification in general. Genetic Algorithm is employed for
optimizing k-nearest neighbors classifiers on the weight and
offset parameters [24]. GA optimized SVM and was applied
as well on colon cancer, leukemia cancer, and lung cancer
datasets, this appeared in a study in In [25]. In [26], gra-
dient descent optimization algorithm is used to optimize the
AUC metric (Area Under The Curve) for different classifiers.
Also PSO optimization algorithm has been applied in many

research efforts to optimize classification results. [27] uses
PSO to optimize generalization of SVM classification results
of EMG signals where the classifier is applied for each PSO
particle separately on different folds of validation, focusing
on the kernel parameter settings. [28] also shows a study for
SVM parameters optimization applying simulated annealing
as the optimizer in that case, with the focus on optimizing
four features of classifier that are Kernel selection, adjusting
kernel parameters, penalty parameter, and feature selection,
and hence, the optimization algorithm tries to find the best
combination of the four classification features. This paper
follows a similar approach with a different optimizer and
dataset, employing WWO for optimization on human activity
datasets. [29] Showed similar approaches for predicting a suc-
cessful growth cycle of the Spirulina platensis from raceway
experiments data.

II. HUMAN ACTIVITY CLASSIFICATION

This paper introduces an optimization method for SVM
accuracy to obtain better classification results using a meta-
heuristic optimization algorithm (WWO). The focus of opti-
mization here is the gamma and penalty (C) parameters of
SVM Kernel function.

A. Data Sets

The employed data set for this research is provided by
Casale et al. [30]. Its data source is a tri-axial accelerometer
device fixed to the chest of a human participant performing a
number of simple activities. Samples are recorded on 52 HZ
frequency. Whole data set is assembled of 15 files for different
participants, each recorded 100 to 150 thousand samples
of different 7 simple activities. Accelerometer readings are
recorded in the form of X, Y and Z accelerations for each
sample with a label picked from 1 through 7 for the following
simple activities :-

1) Working at Computer
2) Standing Up, Walking and Going up / down stairs
3) Standing
4) Walking
5) Going Up / Down Stairs
6) Walking and Talking with Someone
7) Talking while Standing
The overall samples provided for 7 activities by 15 partic-

ipants are enumerated as 1926896 samples are all being fed
to the classifier in different folds. Which is a magnitude of
2 million samples. This number should give support for the
validity of the results of this work.

B. Data Preparation

We put the dataset under a very simple preparation stage.
Here preparation is done for the purpose of reduction of
dataset size as well as canceling variations in samples and
resulting more generalized classification. Preparation is done
by obtaining the mean value of a window of data series for
each accelerometer reading axis X, Y and Z as shown in Eq.
1.



Algorithm 1 WWO-SVM Optimization Procedure
1: Input: HA Data Set (DS) , FPD (Files Per Fold) , FD

(Folds Count)
2: Output: Overall Average Accuracy
3: for Each Participant DataSet P in DS do
4: Perform preparation of P
5: Add P to prepared dataset PDS
6: TSI ← 1 to FD (Training Set Indices)
7: V SI ← φ (Validation Set Indices)
8: for FoldID ← 1 to FD do
9: TSI ← TSI ∩ V SI (Training Set Indices)

10: TSI ← φ
11: V SI ← TSI{0 to FPD} (Validation Set Indices)
12: TSI ← TSI − TSI{0 to FPD}
13: for Each Ind ∈ TSI (Build Training Set) do
14: TDS ← TDS ∪ PDS[Ind]
15: end for
16: for Each Ind ∈ V SI (Build Validation Set) do
17: V DS ← V DS ∪ PDS[Ind]
18: end for
19: Acc← Train Optimize SVMTDS,VDS)
20: end for
21: end for
22: Exit

Sk =
1

w

i+w∑
i

Xi (1)

Where, Sk represents the new averaged sample of index k
after averaging a window of w samples, w is the window
of samples to be averaged. This work will emphasize that
different windows of data preparation will affect the accuracy
of classification results.

C. SVM Optimization

The optimization process is done by a simple modification
for WWO algorithm by redefining the objective function being
applied. In each WWO wave propagation step, it relocates
by updating the SVM parameters and recalculates its fitness
by performing training and validation on the given dataset
and returning classification accuracy. And hence, the optimizer
task is to optimize classification accuracy based on systematic
updates on the given SVM kernel parameters.

1) WWO Configuration: In this work, the focus is on
two parameters for SVM to be optimized, those are; the
penalty parameter (C) together with the gamma parameter.
Penalty parameter controls the generalization ability of SVM,
also said to represent the tradeoff between generalization of
the algorithm (correct classification of new data - maximum
margin) and how much training is accurate (obtain minimum
margin). Gamma parameter affects how far the algorithm can
correctly reach (classify) new data.

The algorithm has performed two runs with two different
gamma parameter configurations, both parameters are assigned

to two dimensions of the water wave optimizer with dimension
bounds set to [1,100] and [0.001 , 100] for penalty and gamma
parameters respectively on a first run.

For the second run the algorithm is assigned a greater
margin for the gamma parameter which showed exceptionally
better optimization results where gamma parameter is set in
[10−5, 105]

2) SVM Configuration: SVM is continuously reconfigured
as WWO wave suggests for both penalty and gamma param-
eters, while the kernel function applied is RBF (Radial Basis
Function).

3) The optimization procedure: The new hybrid algorithm
as stated before assigns SVM classification accuracy metric
as the objective function of WWO wave. Optimization and
classification processes runs according to the configurations
discussed in sections II-C2 and II-C1. Algorithm 1 shows a
high level algorithmic framework for data preparation and fold
data selection from 15 participant files.

Step 19 represents the actual optimized classification that
runs separately at each fold. The run is a normal WWO run
with the objective function f(X) represents an SVM Training
and validation upon the selected training and validation sets
TDS, V DS respectively.

A presentation for the overall architecture of the system is
presented in Fig. 1 in terms of an activity diagram.

D. Validation

Validation process is done through 15 Folds. Each fold puts
14 data set for 14 participant as training dataset against the
remaining single participant dataset for testing. Each fold picks
a different participant from the provided 15 to be tested on and
the others are preserved for training so that testing data are
always new to the classifier in order to prevent the problem
of over-fitting [31].

In this paper, four different configurations for data prepara-
tions are selected with different windows of samples as dis-
cussed in section II-B. Testing process is accomplished using a
personal computer PC with the following configuration; CPU
Core i7 2.4 GHZ with memory of 8 GB.

III. RESULTS AND DISCUSSION

A. First Run

The results of four optimization runs each on 15 folds are
shown in table II. It shows accuracies for all 15 folds for each
run representing four selected different configurations W1, W-
2, W3 and W4 for windows of 4, 8, 12 and 32 seconds of
original samples respectively.

B. Second Run

This run undergone same configuration with greater gamma
parameter range in [10−5, 105]. Results of this run appears
in Table III-A. Here we obtained the results only for two
different windows of data preparation (averaging) that are
4-seconds and 16 seconds.



Fig. 1. Activity Diagram - Overall System Architecture

TABLE I
SVM OPTIMIZATION RUN-1 ON HUMAN ACTIVITY DATASETS

Fold W-1(4-sec) W-2(8-sec) W-3(12 sec) W-4(32sec)
1 84.97% 88.32% 82.56% 89.22%
2 91.89% 94.07% 89.50% 97.75%
3 83.29% 84.86% 96.51% 95.45%
4 89.61% 89.19% 89.15% 97.40%
5 83.33% 85.60% 93.33% 90.00%
6 92.58% 93.90% 88.38% 93.48%
7 91.44% 91.16% 95.43% 93.20%
8 86.85% 88.10% 91.58% 88.89%
9 85.80% 86.91% 87.72% 95.24%
10 84.68% 87.06% 90.73% 93.83%
11 81.71% 84.31% 91.03% 92.54%
12 84.63% 87.05% 93.85% 93.24%
13 81.32% 82.04% 88.73% 86.67%
14 84.58% 87.32% 93.75% 97.33%
15 81.25% 82.94% 86.05% 90.91%
Avg 85.86% 87.52% 90.55% 93.01%

The results show overall average classification accuracy
from 85% to 90% for the first run, and approaches 100%for
the second run with different data windowing configurations.
Variation in accuracy also is related to the selected partici-
pants for training and validation with results varying between
81% to 97% along the 15 folds. It is obvious that larger win-
dows of samples to be averaged before classification process
results in greater classification accuracy. It is important to note
that the windowing strategy is limited. The limitation depends
on the observation technique employed and the sampling
frequency. A window of 32 seconds will force the observer
to record human movements not less than 32 seconds in order
to produce a successful classification. This is not available in
all cases and depends on the nature of space being observed



TABLE II
SVM OPTIMIZATION RUN-2 ON HUMAN ACTIVITY DATASETS

Fold W-1(4-sec) W-2(16-sec)
1 99.69% 99.49%
2 99.64% 99.70%
3 98.79% 99.60%
4 99.39% 100.00%
5 98.91% 99.74%
6 100.00% 100.00%
7 98.78% 99.49%
8 98.56% 98.81%
9 98.80% 100.00%
10 99.80% 99.03%
11 99.76% 100.00%
12 100.00% 98.80%
13 100.00% 100.00%
14 99.57% 100.00%
15 99.76% 100.00%
Avg 99.43% 99.62%

and the speed of human activities being recorded.

IV. CONCLUSION

This paper emphasizes the effect of optimization techniques
on classification accuracy, as well as the effect of data prepara-
tion. The application of the meta-heuristic water optimization
algorithm yielded classification accuracy ranges from 81% to
94% on gamma parameter being optimized in the window of
[0.001, 100] being applied on dataset of accelerometer readings
for 15 different persons each acting 7 simple activities. The
algorithm showed much greater classification accuracies ap-
proached 100% on gamma parameter optimization in a greater
window of [10−5, 105].

The final conclusion of results show that optimizing SVM
gamma on a very large window in a very small to a very
large number results in high classification accuracy. This as
well as the effect of data preparation and resampling in greater
windows which results in more accurate results too. Greater
windows of data results in more accuracy as stated; However
this is limited by the ability of observer to capture greater
windows of time intervals for human activities.
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